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Fig. 5: Mean (and standard deviation) of the error of estimated 3D points vs. ground truth for different values of (left) or (right)
using rendered images of the “castle” model above. The mean error was estimated over 20 evaluations with 30 RANSAC trials each.
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Fig. 2: Shows how the pixels of a RS camera are
recorded. The image rows are taken sequentially.

Fig. 1: Idea of the algorithm

Given:
• Two images of a moving rolling-shutter (RS)

camera (e.g. smartphone camera)
• The camera moves with linear velocity and

angular velocity
Goals:
• Recover the relative pose of images taken

with a RS camera.
• Correct the RS effect in the images
Idea:

Consider image points and optical flow

Classical differential SfM:
• This approach assumes a global-shutter (GS)

camera
• The differential epipolar constraint is used for

computing the pose:
= 0 with =

RS-Aware Approach [1]:
Correct of each image row separately by a
factor for the RS effect:

= 0

Readout time ratio:
Assumptions for camera movement:
• Constant velocity: is a linear

interpolation between scanlines
• Constant acceleration: also depends

on the acceleration factor

Fig. 4: The above “castle” images were rendered using [5] based on a 3D model provided by [6]. Overlay deviation is shown in blue.

Fig. 6: Images taken from the real world. The optical flow is calculated by using Deepflow [4].

Fig. 3: Shows the pipeline of the algorithm. The implementation is following [1].
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• Use 9 image points to build the matrix
with = 0 from the

differential epipolar constraint. is the
vector of unknowns in the constraint.

• Solve for by using det = 0.
• Calculate and from by

following the approach in [2].

• Back-project each pixel on each
scanline into the 3D space which
results in a point cloud.

• Project the point cloud onto the image
plane using the pose corresponding to
the first scanline.

• Calculate the depth values by
using Ceres Solver [3] to optimize the
estimated optical flow:

argmin

• Refines the final RANSAC result
• Optimize the estimated optical flow

using Ceres Solver [3] :

argmin

• Sample 9 image points for each trial
(without replacement).

• Apply Minimal Solver to selected
points and then use Depth Estimator
on all points.

• Estimate optical flow from and
depth values.

• Choose inliers by using the error of
the calculated optical flow.

Optical Flow• Synthetic data: calculate ground truth
• Real world data: use Deepflow [4]


